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Representation
Test accuracy on

known cards (NEO)
Test accuracy on
unknown cards

Random vectors 67.87%

Latent image encodings 68.09%

Feature encodings 67.76%

Features + Image 68.00%



Representation
Test accuracy on

known cards (NEO)
Test accuracy on
unknown cards

Random vectors 67.87% 23.79%

Latent image encodings 68.09% 31.10%

Feature encodings 67.76% 33.57%

Features + Image 68.00% 35.59%
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Preferences > Predictions VersatileMeaningful embedding
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